1 Supplemental material

In this section we will consider one gene at a time and so we will suppress the ¢
subscript that was used in the main paper to index the genes. We also assume that
a and b are known fixed parameters. We will use the notation £ to indicate liklihood
density, and o to indicate proportionality.

We begin by deriving the test statistic F presented in equation (?7?).

Theorem 1 Let w be a subset of R*, the corresponding residual sum of squares..
Then for the RVM model defined in section 2 of the paper, the liklihood ratio test

statistic for testing Hy : € w against H, : 0 ¢ w will be of the form,

n—=~k+2a §A\SY—S/'3'

F= — : 1
r SS @
where 53 ) SS and SS are as defined in section 77.
Proof. of Theorem 1
The liklihood function of an y under the linear model will be
s1o) = (1) e (= - X617 @)
Y9 =\ gpo2 P T2 1Y

If let = = 0~2 and include the distibutional assumptions we made on o =2 this becomes

2616.9) = (&) e (5 ly— X6I°) T (530.0) 3)
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= () e (- xop?) TR
27 2 ['(a)b

1
= c2*exp (—z <§ ly — XB|> + b (5)

where c; is a scaling constant.

Under Hj it can be shown that this quantity is maximized when

= —1
B=0 and z = Z:L (6)
SS + 2b1
in which case the liklihood is
— —(a+1)
max,cre pew (E(]6, 2)) = & (ss ' 2b-1) )

When there is no restriction on § we can obtain a similar result for the maximized

likelihood under H; in terms of the residual sum of squares
— _1 —(a+1)
max,cp+ gerk (£(y|5, 2)) = c2 (SS +2b ) (8)

Thus the liklihood ratio test will be to reject the Hy, when

_ a+1
SS + 271

5SS + 2p-1

where 6 is chosen based on the size of the test. This is equivalent to

SS—i_—Zb_l > §1/(a+1) (10)
S5 4+ 2p-1
S5+ 26! — (53* + 25—1)
> g/t _q (11)
5SS + 2p-1
55— 35S
T s g/t 4 (12)
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Thus we reject if

Fe

n—k+2a [ SS—-SS >n—k+2a(61/(a+1)_1) (13)

T S'\‘JS' T

Therefore .F is a liklihood ratio test statistic m

All that remains to complete the test is to find the distribution of the test statistic.
In standard ANOVA theory we use the fact that (n— k)5 /o? is distributed according
to a x? with n — k degrees of freedom, and that it is statistically independent of the
value in the numerator of the ratio. Statistical independence of 3 from the numerator
follows immediately since 5 depends on the data only through . In the theorem
below we show that (n — k +2a)5> /o is distributed according to a x> with n — k4 2a
degrees of freedom. Thus, the distribution of the revised test statistic is the same as
before except for increased degrees of freedom. Addtionally, we we show that under
the RVM model, the distribution of the the sample variances will be as in equation

(*7)

Theorem 2 For ¢ and & as above,
"O~_~'2
(n = k+20) 73 ~ X piza (14)
and

ab (77) ~ Fin—k)2a (15)



Proof. From standard ANOVA theory we know that for fixed o2

~2
o
(-0%) ~ i (16)
o
Let K = n — k, then distribution of 57 is
K K&\ -k
~2
= —_ 1
£(@) oK /2)2K/? ( o2 ) exp( 202 ) (7)
if we let z = 072, then the joint distribution of 02 and z is
. zK 2\ K/2-1 2K5%\ (2% 'exp(—z/b)
2
= Ko
£(@.7) T(K/2)2K72 (:K77) ( 2 ) ( T'(a)b® (18)
() K[2-1 K_. K/2+a—
e
(K/2+a)
x (82)K/2 1 (EO' —I—b 1> (20)
K i K/2+a—1
- exp (—z (532 + b_1>) (z (582 + b_l) (21)
If we let
~2
— 2 (K32 +207") = (n— k+2a) (22)
o
and
v = abs” (23)

then after a change of varaibles

£(u,0) o (U)K/Q—l <§U+1> e (24)
exp (_g) (g)(K+2a)/2—l (25)
¢ Fog,x (V) * X420 () (26)
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so if we integrate over all possible v we find that

£ (u) = Xic42q () (27)
and integrating over all possible u gives

£ (v) = Fag,r(v) (28)



