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A B S T R A C T

Developments in whole genome biotechnology have dramatically increased the opportuni-

ties for developing more effective therapeutics and for targeting them to patients who

require them and who can benefit from them. This can have profound benefits for patients

and for the economics of health care. There are, however, many obstacles to overcome in

achieving this revolution. The effectiveness of translational research in oncology is seri-

ously limited by many factors, both structural and scientific. Some of the obstacles involve

the failure of biomedical organisations to develop and fund new models of inter-disciplin-

ary collaboration needed to attract and support the best and brightest quantitative scien-

tists to predictive medicine. Many of the challenges are scientific, requiring paradigm

changes in the way drugs are developed and in the way clinical trials are designed and ana-

lysed. Some of these issues are addressed here, specifically in the context of developing

molecular diagnostics in a manner that moves retrospective correlative science to prospec-

tive predictive medicine.

Published by Elsevier Ltd.
1. Introduction

Translational research in oncology involves translating basic

research discoveries into products and interventional strate-

gies that reduce the burden of cancer. Development of

anti-oestrogens, angiogenesis inhibitors, imatinib and

trastuzumab might be taken as examples of successful trans-

lational research. In spite of the substantial advances in basic

research, improvements in prevention, early detection and

treatment have been more modest. The previous examina-

tions of this gap had focused primarily on organisational

and funding issues.1–3 Here, we will explore some problems

and pitfalls in the way that translational research is con-

ducted and will provide some suggestions for improvement.
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2. Translational research is usually based on
incomplete understanding of biological
mechanisms

One factor that makes effective translational research diffi-

cult is limited understanding of tumour biology. It can be ar-

gued that in spite of the progress in basic research, today we

do not adequately understand the pathogenesis of any type of

human tumour. Consequently, it is often not clear what find-

ings are ripe for translating. For the examples mentioned in

the introduction, in spite of the limitations in understanding

the biology of the tumours involved, the oestrogen receptor,

VEGF, bcr-abl fusion kinase and HER2 turned out to be impor-

tant enough to form the basis for the development of impor-
problems and pitfalls in translating..., Eur J Cancer (2008),
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tant therapeutics. In fact, many useful medical interventions

have been developed without good understanding of biology;

e.g. the development of rabies vaccine by Pasteur. Although

our reductionist approach to understanding cancer biology

is appropriate, for the short and mid term future, successful

translational research will have to take place in the context

of very incomplete understanding of tumour biology.

Biology is often compared unfavourably with physics with

regard to the development of fundamental laws. Biologists of-

ten excuse this lapse on the basis that biology is much more

complex. Another perspective, however, is that physics has

been immensely successful in providing the basis of our tech-

nological society because physicists have focused on predic-

tive laws, rather than on trying to understand the why of

those laws. Both Newton’s laws and the laws of quantum

mechanics are phenomenological laws that provide accurate

predictions and enable important developments, but few

physicists would claim to understand why those laws work.

This distinction between prediction and mechanistic

understanding has a parallel in gene expression profiling of

tumours. It is often much easier to develop a classifier that

predicts accurately than it is to understand the biology of

the tumour. Although classifier development is often done

poorly, with the right specimens, study designs and biostatis-

tical methods, it can be rightly done in a predictable time

frame. On the other hand, scientists spend careers trying to

understand biological systems much simpler than mamma-

lian tumours. Accurate and robust predictive classifiers

should not be rejected because we do not understand the

underlying biology or because the particular genes used in

the prediction may not be unique.

3. Translational research requires identifying
key therapeutic targets

We have vigorous biotechnology and pharmaceutical sectors

for developing potent inhibitors of identified therapeutic tar-

gets and effective infrastructures for conducting high quality

clinical trials. A bottleneck to progress, however, is the identi-

fication of the key molecular targets. Most tumours are genet-

ically heterogeneous and many abnormally expressed or

mutated genes may not represent good therapeutic targets

because they are characteristic of only a subset of the tumour

cells. Depending on the predominance of the target, the treat-

ment may cause tumour shrinkage, but not substantial pro-

longation of life.

We need better information about the key oncogenic

mutations that lead to the development of an invasive tu-

mour. A treatment that specifically inhibits the protein prod-

uct of an oncogenic mutation should, if delivered early

enough, be effective against all tumour cells, and non-toxic

to normal cells. One still might select for cells that are resis-

tant to a given drug because a subsequent mutation interferes

with the target binding, but that type of resistance is more

easily overcome, as experience with Gleevac has demon-

strated. Success may, however, be dependent on early treat-

ment. Even human solid tumours may undergo the

equivalent of a ‘blast crisis’ in which a destabilised genome

undergoes an ‘information meltdown’ with such substantial
Please cite this article in press as: Simon R, Lost in translation
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genomic heterogeneity that effective treatment is almost

impossible.4

Although it usually takes more than one mutational event

for oncogenesis, the number of such mutations may be small.

Zhang and Simon5 estimated the number of mutational

events occurring at rates of point mutations and the loss of

heterozygosity for mammalian cells leading to breast cancer.

Their estimates were based on a mathematical model of

breast epithelia dynamics and data on the age-incidence of

breast cancer in the United States (US) population and in car-

riers of BRCA1 or BRCA2 mutations. They interpreted their

findings as indicating that 2–3 mutations initiate a process

which leads inexorably to sporadic breast cancer. Numerous

additional mutations subsequently develop during invasion

and metastasis of a proliferating and genomically unstable

population of tumour cells. For BRCA1 or BRCA2 mutation car-

riers, their model indicated that loss of the normal allele and

one additional mutational event initiated the process that

leads inexorably to invasive breast cancer.6

4. The architecture of translational research

Effective translational research involves many components

and partnerships. For our limited purposes, we will briefly

comment on some considerations during a pre-clinical devel-

opment phase, a clinical development phase and a clinical

validation phase.

4.1. Pre-clinical development

The pre-clinical development phase may be extensive be-

cause it involves the bridging research and development

needed to begin translating a biological discovery into a drug,

diagnostic or intervention that may be used in patients. This

phase begins after the basic research discovery, and requires

focus on both the initial discovery and the intended applica-

tion. Although important discoveries in basic research may

occur by serendipity, effective translational research usually

requires focus on the discovery and on the type of product de-

sired. No one individual has sufficient breadth of knowledge

to perform this effectively. Technology specialists cannot be

expected to have sufficient expertise in oncology applica-

tions, and unless they partner with those who have such

knowledge, successful translational research is unlikely. Lack

of such partnership is often a key reason why many promis-

ing technologies are not effectively developed. This type of

partnership is sometimes possible in large companies, where

the required breadth of expertise is available, but even in such

settings there may be departmental barriers or lack of appre-

ciation of the importance of integrated development starting

at the pre-clinical development phase.

Academic scientists are usually funded and rewarded for

discovery, rather than to pursue focused translational re-

search as members of a large inter-disciplinary team. Funding

agencies such as the National Institutes of Health are not

experienced in funding and monitoring focused translational

team research.

Because of the structural limitations of conducting and

funding translational research focused on translating a
problems and pitfalls in translating..., Eur J Cancer (2008),
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defined discovery to a product for use in a defined medical

context, many discoveries go untranslated unless they are

of interest to the industry.

4.2. Clinical development

The clinical development of a drug, diagnostic or technology

also requires clear focus on the intended application. Pusztai

et al.7 identified 939 publications over a 20-year period on

prognostic factors for patients with breast cancer. Other than

the traditional staging variables, only four factors, oestrogen

receptor, progesterone receptor and HER2 amplification and

OncoType DxTM recurrence score were recommended by ASCO

guidelines. Several reasons might be mentioned for this

apparent waste of effort. First, few of the markers studied

were properly validated; nearly all of these studies were devel-

opmental studies rather than validation studies. Most investiga-

tors are interested in developing new prognostic factors or in

using them in new ways, rather than validating the prognos-

tic models published by others. Second, most of the studies

were performed using convenience samples of available speci-

mens. These specimens often are from a heterogeneous col-

lection of patients who have received a variety of

treatments. It is generally difficult to use such results in the

therapeutic decision making for individual patients. Finally,

most of the publications were based on research assays with-

out demonstration of robustness or analytical validity. Aca-

demic investigators are not well suited or rewarded for such

reproducibility studies. Without a diagnostic company to de-

velop a robust assay for a test with a clear and important

medical application, the publication is unlikely to be part of

successful translational research.

One important area of translational research today is bio-

marker development. There are at least four common types of

applications of biomarkers, and the nature of the application

has a fundamental bearing on the kind of developmental and

validation studies needed. Traditionally ‘biomarker’ referred

to a biological measurement that was reflective of disease sta-

tus, increasing as the disease progresses and decreasing as it

regresses. Such a biomarker measured sequentially could be

used to monitor treatment effect for purposes of patient man-

agement or drug development. Unfortunately, treatment ef-

fect is not the same as treatment effectiveness. For

example, the size of a measurable tumour might be thought

of as a biomarker. Reduction in size of the lesion may reflect

the effect of treatment, but might not result in prolongation

of patient survival or in improvement in patient symptoms.

Establishing that a biomarker is a valid surrogate of clinical

benefit is very difficult. It requires a series of randomised clin-

ical trials demonstrating the concordance of treatment differ-

ence on the clinical end-point with treatment difference as

measured with regard to the candidate biomarker.8 Such

demonstration would generally have to be established in

the context of a specific type of cancer and perhaps in the

context of a specific class of drugs. Regulatory agencies natu-

rally require strong evidence for establishing that a biomarker

is a valid surrogate of clinical benefit if the biomarker is to be

used as the basis of drug approval. In therapeutics develop-

ment, it is often more expedient to use clinical end-point than

to attempt to establish a biomarker as a valid surrogate.
Please cite this article in press as: Simon R, Lost in translation
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A disease status biomarker may be useful in the early

stages of new drug development even if it is not a valid surro-

gate of clinical benefit. A biomarker might be called a partial

surrogate if the change in it is necessary but perhaps not suf-

ficient for patient benefit. Such biomarkers could be used in

the early clinical development in a variety of ways; e.g. for

dose/schedule selection, for identifying an appropriate pa-

tient population for a phase III trial, and for deciding whether

phase III evaluation is warranted. Although there may be

uncertainty in whether the biomarker is truly a partial surro-

gate, it may be appropriate to use the biomarker for designing

a phase III trial in which a regimen will be tested for a defined

population using a clinical end-point that is an accepted mea-

sure of patient benefit.

There is increasing awareness of the importance of base-

line prognostic and predictive biomarkers that aid in the

treatment selection. The Oncotype DxTM recurrence score is

an example of a therapeutically relevant prognostic bio-

marker.9 It provides prognostic information for patients with

node negative oestrogen receptor positive breast cancer

receiving Tamoxifen. Because it was developed and validated

for such a clearly defined set of patients, it can be used to

identify patients whose prognosis on Tamoxifen is suffi-

ciently favourable that they may elect not to receive cytotoxic

chemotherapy. The Mamaprint prognostic score is a prognos-

tic index with a similar therapeutic application although it

was developed for a more mixed group of patients receiving

no systemic therapy.10–12

Predictive biomarkers are pre-treatment measurements,

which can be used to predict the likelihood that a given pa-

tient will benefit from a given treatment. For example, HER2

amplification is a predictive marker for benefit from trast-

uzumab. Because cancer is a life threatening disease, we fre-

quently treat the majority for the benefit of the minority. For

example, an adjuvant treatment that increases the long-term

disease-free survival rate from 80% to 85% would be consid-

ered valuable although it involves treating 100 patients to

benefit 5.13 If we could predict, which patients were likely or

unlikely to benefit from the treatment, then we could poten-

tially spare patients unnecessary adverse effects, triage pa-

tients to treatments most likely to benefit them, and reduce

health care costs associated with ineffective treatments. Such

predictive classifiers can also potentially be used to improve

the efficiency of clinical trials.14,15

The potential value of predictive biomarkers for patients,

clinical development and health care economics supports

an increased emphasis on the development of such biomark-

ers. Substantial knowledge about the therapeutic target facil-

itates the process of developing a useful predictive biomarker.

In the case of trastuzumab, HER2 over-expression was ini-

tially measured at the protein level using immunohistochem-

istry. Although that assay was quite imperfect, it played an

important role in facilitating the early approval of trast-

uzumab. Even the current FISH test for gene amplification

does not provide perfect predictive accuracy of which patients

will benefit from trastuzumab. A predictive biomarker can be

of tremendous benefit for patient management and for clini-

cal drug development even if it is far from perfect. Simon and

Maitournam showed that the number of patients needed to

randomise for a clinical trial of new drug versus control regi-
problems and pitfalls in translating..., Eur J Cancer (2008),
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men can be dramatically reduced if the patient population

can be enriched for patients likely to benefit from the new

drug even if the predictive biomarker is quite imperfect.14,15

Their computer programs for sample size determination for

targeted trials compared to standard un-targeted trials are

available for on-line use at http://linus.nci.nih.gov/brb.

In developing a predictive biomarker for a drug with multi-

ple targets or uncertain targets, a reverse-genomics approach

can be used. The traditional translational research was

hypothesis driven and dependent on assay development for

each protein to be studied. Using gene expression profiling,

however, one can potentially avoid having to be smart enough

to know in advance the genes or proteins to use as predictive

biomarkers. Instead, one can use a training set of tumour

expression profiles for responders and non-responders to de-

velop a predictive classifier of the tumours that are likely to

respond. Dobbin et al.16,17 studied the relationship between

sample size and achievable predictive accuracy, and recom-

mended a minimum of 20–30 responders and a similar num-

ber of non-responders for classifier development. Their

sample size planning methods are available on-line at the site

indicated above. One can develop a predictive classifier of the

patients likely to respond to the new drug or a predictive clas-

sifier of the patients unlikely to respond to the standard ther-

apy. One can alternatively develop a predictive classifier of the

patients more likely to respond to the new regimen than to

the standard therapy.18,19

With gene expression profiling, it is more appropriate to

talk in terms of a predictive classifier or a predictive index

rather than a predictive biomarker because the prediction is

based on combining the expression levels of multiple genes

in a mathematically defined manner. A predictive classifier

is not just a set of genes that have been found differentially

expressed between responders and non-responders. In some

cases, authors of publications reporting the ability to predict

response to a given treatment do not provide the details about

the predictive function used; i.e. the relative weights for the

different components of the classifier or the classification

threshold. Consequently, it is impossible for others to either

use or independently try to validate their classifier.

Dupuy and Simon20 reviewed the cancer literature of stud-

ies relating gene expression profiles to patient outcome,

either response to treatment, survival or disease-free sur-

vival. They found that 50% of the publications had at least

one flaw so serious as to raise questions about the validity

of the conclusions. The three most common serious flaws

they found were misleading use of cluster analysis, lack of

adjustment for the multiplicity of analysing thousands of

genes and erroneous use of partial cross-validation. They

pointed out that cluster analysis rarely has a valid role in

the development of predictive classifiers. Its wide use in the

literature reflects a lack of proper statistical guidance or col-

laboration in the conduct of expression profiling studies. Can-

cer research organisations need to better appreciate the

fundamental changes occurring in the nature of biomedical

research, and make major commitments to departments for

providing professional biostatistical collaboration as an inte-

gral part of translational research. There has been some mis-

understanding that the greatest challenge in effectively

utilising the new tools of whole genome biotechnology is
Please cite this article in press as: Simon R, Lost in translation
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managing the volume of data, rather than providing biostatis-

tical collaboration to plan and analyse studies that generate

biological insight and medical utility.21

The clinical development of therapeutics is itself much

more complex today in the era of molecular targeting.

Although most molecularly targeted drugs are sufficiently

toxic that they are administered at their maximum tolerated

dose, assays are needed to determine whether they inhibit

their targeted pathways in vivo, and this should be assessed

in phase I trials. Because there are more approved drugs avail-

able today, patients eligible for single agent phase II trials are

heavily pre-treated, and may represent an invalid context for

evaluating the potential of the drug. If the drug is adminis-

tered in combination with the existing drugs, then evaluation

of the contribution of the new drug will not be apparent in

single arm studies. Even if the new drug is administered as

a single agent, its potential cytostatic effect will not be obser-

vable in single arm studies unless a sensitive biomarker of tu-

mour proliferation is available. Molecularly targeted drugs are

also more likely to be effective for only a subset of patients

whose tumour is driven by the pathway targeted by the drug.

Unless those tumours can be identified based on knowledge

of the molecular target or pre-clinical findings, much larger

phase II trials may be required. For these reasons, traditional

small single arm phase II studies of heavily previously treated

patients are much less adequate for translational research to-

day. The tradition of relying on individual cancer centres for

clinical development of new therapeutics may no longer be

viable. New designs, including randomised designs and neo-

adjuvant treatment need to be considered.

4.3. Clinical validation

The principles of clinical validation are well established for

therapeutics; randomised clinical trials of a defined regimen

for a defined patient population using an end-point that is a

direct measure of clinical benefit. Exploratory analyses of

dose-schedules, patient subsets and unvalidated surrogate

end-points are more appropriate for developmental studies.

Similar principles have not been established for predictive

and prognostic biomarkers, and there has been a substantial

confusion about what it means to ‘validate’ such biomark-

ers.22 The evaluation of multivariate predictive classifiers

based on gene expression profiling or serum proteomics has

been particularly problematic.20,23–25 We shall therefore touch

on some of these issues here.

When dealing with predictive classifiers based on genome-

wide assays, it is essential to distinguish the data used to de-

velop the classifier from the data used to evaluate the classi-

fier. This careful partitioning is not observed in traditional

statistical analysis where the number of cases is many times

the number of variables. In fact, for traditional statistical

regression analyses it is recommended to have at least 10

times as many cases as variables. In developing predictive

classifiers with gene expression data or serum proteomic

data, the number of variables is orders of magnitude greater

than the number of cases, and the traditional statistical mod-

el development approaches may give misleading results.

The cardinal principle for evaluating a predictive classi-

fier is that the data used for evaluating the classifier should
problems and pitfalls in translating..., Eur J Cancer (2008),
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not be used in any way for building the classifier. The simple

split-sample method achieves this by partitioning the study

cases into two parts. The separation is often done randomly,

with half to two-thirds of the cases used for developing the

classifier and the remainder of the cases in the test set. The

cases in the test set should not be used in any way, until a

single completely specified predictive model is developed using

the training data. At that time, the test cases are simply

classified using the single completely specified classifier.

For example, with a gene expression profile classifier, the

classifier is applied to the expression profiles of the cases

in the test set, and each of them is classified, e.g. as a re-

sponder or a non-responder to the therapy. The patients in

the test set have received the treatment in question, and

so one can count how many of those predictive classifica-

tions were correct and how many were incorrect. In using

the split-sample method properly, a single classifier should

be defined on the training data. It is not valid to develop

multiple classifiers and then use their performance on the

test data to select among the classifiers.26 It is also com-

pletely invalid to use the full dataset of all cases to select

the genes that will be used for classification and then fit a

model with those genes using the training cases.23 These in-

valid practices are not uncommon in the literature of even

high profile journals20 Many journals do not appear to have

editorial boards sufficiently knowledgeable in statistical

genomics to select qualified referees for submitted papers.

Inability of journals to adequately pre-screen manuscripts

creates great demands on the limited number of qualified

referees. The number of major publications relating gene

expression or serum proteomic profiles to outcome without

involvement of experienced biostatistical collaborators sug-

gests that insufficient resources are being provided for in-

ter-disciplinary collaboration in this area.

There are more complex forms of dividing the data into

training and testing portions. These cross-validation or re-sam-

pling methods utilise the data more efficiently than the simple

division described above.27 Cross-validation generally parti-

tions the data into a large training set and a small test set.

A classifier is developed on the training set, and then applied

to the cases in the test set to estimate the error rate. This is

repeated for numerous training-test partitions, and the pre-

diction error estimates are averaged. Molinaro et al. showed

that for small datasets (e.g. less than 100 cases), leave-one-

out cross-validation or 10-fold cross-validation can provide

much more accurate estimates of prediction accuracy than

the split-sample approach.27 Michiels et al.28 suggested that

multiple training-test partitions be used, rather than just

one. The split-sample approach is mostly useful, however,

when one does not have a well-defined algorithm for develop-

ing the classifier. When there is a single training set-test set

partition, one can perform numerous analyses on the training

set to develop a classifier and use biological considerations of

which genes to include before deciding on the single classifier

to be evaluated on the test set. With multiple training-test

partitions, however, this type of flexible approach to model

development cannot be used. If one has an algorithm for clas-

sifier development, it is generally better to use one of the

cross-validation approaches to estimate error rate because

the split-sample approach, or the replicated split-sample ap-
Please cite this article in press as: Simon R, Lost in translation
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proach, does not provide as efficient a use of the available

data.

In order to honour the key principle of not using the same

data to both develop and evaluate a classifier, it is essential

that for each training-test partition the data in the test set

are not used in any way. Hence, a model should be developed

from scratch in each training set. This means that multiple

classifiers are developed in the process of doing cross-valida-

tion, and those classifiers will in general involve different sets

of genes. It is invalid to select the genes beforehand using all

the data, and then to just cross-validate the model building

process for that restricted set of genes. Radmacher et al.29

and Ambroise and McLachlan30 demonstrated that such

pre-selection results in severely biased estimates of predic-

tion accuracy. In spite of this known severe bias, this error

was one of the most common serious errors found in the lit-

erature review by Dupue and Simon.20 It is also made in many

biased reports touting the merits of new kinds of classifiers.31

Some authors use complete cross-validation to produce

estimates of prediction accuracy for a variety of predictive

classifiers. Then they select the classifier having the smallest

cross-validated error. That estimate is itself biased, being the

minimum of a set of random quantities.26 The optimisation of

tuning parameters or classifier types ideally should be consid-

ered part of the classifier development algorithm, and the en-

tire algorithm should be included in each loop of the cross-

validation used to estimate predictive accuracy.

Developmental studies should use either the split-sample

method or complete cross-validation to provide an unbiased

estimate of prediction accuracy. Although the study may be

too small for these estimates to be precise, the study should

demonstrate that prediction accuracy is better than can be

obtained by chance without using the expression data. For

complete cross-validation, this can be accomplished by gen-

erating the distribution of cross-validated prediction accuracy

under permutations of the outcome data as suggested by

Radmacher et al.29 This approach is preferable to the test sug-

gested by Michiels et al.28

The predictive classifiers are constructed in developmental

studies. Validation studies should test pre-specified classifiers.

The estimates of predictive accuracy obtained by data split-

ting or cross-validation are types of internal validations. Taking

one set of data collected and assayed under carefully con-

trolled research conditions, and splitting it into training and

testing sets are not the same as evaluating the predictive

accuracy of a classifier on a new set of patients from different

centres with tissue collection and assay performance more

representative of real-world conditions. Developmental stud-

ies are often too limited in size, structure and the nature of

the cases to establish medical utility of a predictive classifier.

Validating a predictive classifier means validating that the

classifier predicts accurately for independent data. It does not

mean that the same genes would be selected in developing a

classifier with independent data. This point is often misun-

derstood, and is a source of inappropriate criticism of expres-

sion profiling studies.32 The expression levels among genes

are highly correlated. It has been long known for regression

analysis that in such settings there are many models that pre-

dict about equally well. This is even more the case for geno-

mic studies where the number of candidate variables is
problems and pitfalls in translating..., Eur J Cancer (2008),
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large relative to the number of cases. It would take enormous

numbers of cases to distinguish the small differences in pre-

dictive accuracy among such models,33 but it is a very inap-

propriate criterion for sample size planning. Dobbin and

Simon have shown that much smaller sample sizes are gener-

ally needed to obtain predictive classifiers with accuracy

within 5–10% points to the accuracies that could be achieved

with unlimited cases.16,17

Some investigators attempt to perform external validation

of the predictive accuracy of a classifier using expression

data, already available, from a separate study. In some cases,

the second study used a different platform for measuring

gene expression. Any adjustments for platform differences

must be made with great care, however, not to introduce bias

into the validation. Validation of predictive accuracy using

external data should involve using a single completely speci-

fied classifier developed without using the validation data in

any way. The completely specified classifier should be simply

applied to the expression profiles of the validation cases to

make predictions of outcome. Those predictions are then

compared to the true outcomes, and predictive accuracy is as-

sessed. When the validation data are from a different plat-

form, true external validation of the original predictive

classifier is not possible. An intermediate kind of validation

can be attempted by partitioning the validation data into a

training set and a test set. The expression profiles in the train-

ing set are used to modify the original predictive classifier for

use on the new platform. The outcomes of the cases in the

training set of the validation data should not be used in this

modification process. If they are used, then the process is

not really a validation of the original classifier. The modified

model is then applied to the test cases in the validation data

with no further modifications. In this way, there should be no

question about whether the process produced biased esti-

mates of predictive accuracy.25

The external validation study should be designed to estab-

lish the medical utility of the classifier, not just its predictive

accuracy. In a new drug development, medical utility may

mean that a treatment regimen including the new drug is

more effective than the control regimen for classifier positive

patients, but not for classifier negative patients. This can be

addressed by a randomised clinical trial comparing the two

regimens, and sized for adequate separate analysis of classi-

fier positive and classifier negative patients. Stratifying the

randomisation using the binary classifier ensures that speci-

mens will be available and classified for all randomised pa-

tients. Stratification also ensures that one has a pre-

specified binary classifier with pre-specification of threshold

for distinguishing test positive from test negative cases. In

some cases, it may not be ethically appropriate to include

classifier negative patients as there may be compelling biolog-

ical basis for believing that they will not benefit from the new

regimen. In these cases, the enrichment designs of Simon and

Maitournam14,15,34 can be used. Designs which do not exclude

classifier negative patients have been described by Sargent

et al.,35 Pusztai and Hess,36 Freidlin and Simon,18 Jiang

et al.,19 Simon and Wang,37 and Song and Chi.38

Evaluating a predictive or prognostic classifier to guide

application of an approved and widely used treatment can

be difficult because it may be difficult to conduct a study that
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restricts the use of an effective regimen. Establishing medical

utility may require establishing that the predictive classifier is

more effective than the standard practice guidelines for pro-

viding treatment selection; e.g. results in better patient out-

come (or a similar outcome with less adverse events).

Establishing medical utility depends on the available treat-

ment options and the current standards of care. A key step

in developing a useful predictive classifier is identifying a

key therapeutic decision setting that can be potentially im-

proved based on genomic data.

An independent validation study could be a prospective

clinical trial in which patients are randomised to treatment

assignment based on the standards of care versus treatment

assignment with the aid of the classifier. This design requires

that the classifier be determined only in half of the patients. It

is often very inefficient, however, because many patients will

receive the same treatment either way they are randomised.

A better alternative is to perform the assay up front for all pa-

tients, and then randomise only those for whom the classifier

specified treatment differs from the practice guidelines. Even

for this design, however, the required sample size is likely to

be very large. In some cases, external validation is possible

using archived specimens from an appropriate randomised

clinical trial that was performed before the treatment in ques-

tion had become established. This was done for the case of

Oncotype DX9,39. With this approach to validation, the classi-

fier and statistical analysis plan should be prospectively spec-

ified. In using archived specimens, there is often a question of

whether the available specimens are representative, and one

must establish externally the robustness and analytical valid-

ity of classifier measurement. Nevertheless, this approach is

very efficient, and it provides a strong motivation for archiv-

ing tumour tissue for all patients in major randomised clini-

cal trials.
5. Conclusions

The effectiveness of translational research in oncology is lim-

ited by many factors, both structural and scientific. As clinical

research has become more complex and less well supported,

translational research has become more difficult than ever.

Developments in whole genome biotechnology have dramat-

ically increased the opportunities for targeting therapeutics to

patients who require them and who can benefit from them.

This can have profound benefits for the economics of health

care. There are, however, many obstacles to overcome in

achieving this revolution. Some of these obstacles are regula-

tory, and some involve structural limitations of academic

medicine, funding agencies and industry. Some of the obsta-

cles involve the failure of biomedical organisations to develop

and fund new models of inter-disciplinary collaboration

needed to attract and support the best and brightest quantita-

tive scientists to predictive medicine. Many of the challenges

are scientific, requiring paradigm changes in the way the

drugs are developed and in the way clinical trials are designed

and analysed. Many of these problems are not new and have

been recognised before. However, the opportunities to use

genomics and biotechnology to reduce mortality from cancer

and to have major impact on the economics of healthcare are
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unprecedented. The opportunities and importance of achiev-

ing success are sufficiently great that a critical re-examina-

tion of these obstacles is in order. Progress will likely come

from those organisations with leadership, vision and re-

sources to re-structure themselves in new ways that permit

them to nurture broad inter-disciplinary teams of basic, clin-

ical and quantitative scientists focused on translating the

most important development in basic research to products

for key clinical applications.
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